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Abstract

This paper evaluates the validity of an algorithm for estimating sea-ice type from the Advanced
Microwave Scanning Radiometer — Earth observing system data (AMSR-E ice type). We compared
sea-ice age data on National Snow and Ice Data Center and AMSR-E ice type. The results show an
agreement rate > 80% over October—April. This suggests that the algorithm for AMSR-E ice type is
valid for distinguishing between first-year ice and multiyear ice during October—April, although the
algorithm is affected by major factors such as snow depth and air temperature.
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1. INTRODUCTION algorithm for estimating ice type (and thickness) using
Sea ice is an essential component of the climateAMSR-E data (AMSR-E ice type) for the Beaufort Sea.

system. The Arctic sea-ice extent in September haslowever, the algorithm for estimating AMSR-E ice

accelerated from a rate of ice loss of 36,00¢ ker type (AMSR-E ice-type algorithm) has yet to be

year over 1979-1996 to 130,000 kmer year over evaluated.

1997-2014 (Serreze and Stroeve, 2015). Additionally, We evaluated an AMSR-E ice-type algorithm that

winter ice volume retrieved using Ice, Cloud, and landdistinguishes between first-year ice (FYI) and MYI.

Elevation Satellite (ICESat) and multiyear ice (MYI) MYl was second-year or older ice in our study. An

extent retrievedusing the Special Sensor Microwave examination of ice thickness results is underway in a

Imager (SSM/I) decreased 21% in the 6 years oveseparate paper.

2003-2008 and 15.6% per year over 1979-2010 (Kwok

et al., 2009; Comiso, 2012). This means that Arctic ice 2. DATA

thickness has declined. Table 1 summarizes specifications of data products
Heat flux between the atmosphere and ocean foused in the present study. Daily mean brightness

thinner ice was 2.3 times greater than that for thicketemperature Tg) in the AMSR-E/Aqua Daily L3

ice (Maykutet al., 1982). This result is similar to heat product are provided by the National Snow and Ice

flux estimates based on Surface Heat Budget of théata Center (NSIDC). The 6.9 GHz channel data with

Arctic Ocean observations (Lindsaal., 2003). Thus, both vertical (V) and horizontal (H) polarization, and

the distributions of ice type and thickness are importantl8.7, 23.8, and 36.5 GHz (V) channel data were used to

factors for understanding heat flux through sea ice. estimate AMSR-E ice type and melt pond fraction
Studies have estimated ice thickness distributions byMPF).

field measurements, submarines, satellites observation

such as Microwave Imaging Radiometer with Aperture Table 1. Specifications of data products

Synthesis, and ice motion modeling (e.g., Melling and

. Data products Parameters Gridding Temporal Temporal
Riedel, 1995; Fowleet al., 2004; Rothroclet al. 2008; P interval Coverage resolution
Laxon et al., 2013). However, these observations are aysg.eaqua oaiy L3 . 25k x 25 km
limited in spatial and temporal coverage. MEaSURES Arclic Sea

. . . - Sea Ice Age 25 km x 25 km Jun. 2002 to .

Satellite passive microwave sensors are not affecteice Characterization Oct. 2011, Daily
by cloud cover and can be used to observe the entirgorasealce Sl oy o5k
Arctic during night and day. lwamotet al. (2014) Data Record v2.0
developed a new algorithm for estimating thin ice crsr A temperatire e 2010
thickness in the Arctic Ocean using Advanced ., srowdeptn  5X05" g aon1 e MY

Oct. 2011

Microwave Scanning Radiometer-Earth observing
system (AMSR-E) data. However, it is difficult to  Sea-ice age in the NASA Making Earth System Data
estimate ice thickness in the Arctic Ocean with MYI. Records for Use in Research Environments Arctic Sea
Moreover, Krishfield et al. (2014) proposed an Ice characterization provided by NSIDC (NSIDC ice
age) were used to compare AMSR-E ice type because
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projection of the two data sets is the same. The ice agBRisv_3sv accuracy was also examined by comparison
output the oldest ice age values on each grid cell anevith daily-average ice draft data from the upward
between FYI and 10th-year ice, based on satellitdooking sonar (ULS draft) mounted on the Beaufort
remote sensing-based sea-ice motion data. This mearyre observing system mooring. Thickness derived
that ice age was omitted the passages over the Canadifnom GRigyv_ssv is in agreement with the ULS draft in
Arctic Archipelago. This remote sensing-based age isSeptember. However, there is no agreement for other
similar to buoy-derived age produced by Rigor andmonths. ThereforeGR was improved by usingsosv
Wallace (2004) as shown in NSIDC. and Tasev, because the difference between 6 and 36
Sea-ice concentration data in Global Sea IceGHz is the largest, and so it is the most sensitive to the
Concentration Climate Data Record (version 2.0) areULS draft. GR betweenTgosy andTaessv (GRosv-36v) are
available at the EUMETSAT Ocean and Sea Icedefined by the following equation.
Satellite Application Facility (OSISAF), andhclude
the product user manual (Sgrenssral., 2017) and GR _ Toos ~ Teaev 1)
validation report (Kreineget al., 2017). The biases of 0% Tooar * Tasr
the sea-ice concentration data in summer and other
season were -5% and —1—2%, respectively, compared | ,_. . -
to National Ice Center sea-ice charts. These data werg using t>h|s definition of GRoev-ssy, the range of
retrieved from the European Space Agency Climate Roev-sev > ~0.025 was considered FYI, aiRosv-sev
Change Initiative Sea Ice (phase 2) Low Frequency< ~0.025 was considered MYI.
channels algorithm, which improved on the OSISAF

“hybrid” algorithm (itself a combination of Bootstrap 4. RESULTS o _
Freg-Mode and Bristol algorithms) (Tonba al., To_evaluate the validity of th.e AMSR-E ice-type
2016). algorithm, we compared NSIDC ice age and AMSR-E

The Climate Forecast System (CFS) Reanalysis anéf€ YPe and examined their agreement rate. For
CFS Version 2 (CFSv2) data for 2-m air temperature€X@mple, if NSIDC ice age indicated MYI, then the
and snow depth are produced and provided by th&lgorithm was correct when AMSR-E ice type indicated
National Centers for Environmental Prediction (NCEP). MY!- Teosv and Tesev for GRosv—sev Was affected by
These data were used to examine the effect of deptM'elt Ponds during summer (May-August) (Tangka
and air temperature on the AMSR-E ice-type algorithm. &~ 2016). If the MPF (Eq. 2) was > 20%, grid cells
ANSIDC grid cell was taken from the nearest CFS grid Were notincluded in the analysis.
cell. The snow depth in CFSs had a positive bias during
winter (10-20 cm) and spring (5-25 cm), a negative  \pg = 159- 1589(T306H _Tsswj (2)
bias during summer (-25-0 cm) and autumn (-5-10
cm), compared to the buoy-derived snow depth (Sato

BO6H + TBSQ\/

and Inoue, 2017). Figure 1 shows seasonal change of mean agreement
rate between NSIDC ice age and AMSR-E ice type.
3.AMSR-EICETYPEALGORITHM The maximum rate was 98% at the end of September.

The AMSR-E ice-type algorithm for the Beaufort Sea The rate decreased to 86% in December and was nearly
(including background) is explained in detail in constant from January to April. Subsequently, the rate
Krishfield et al. (2014) and is outlined herklereafter,  in May decreased to 60%, and standard deviation of the
V-polarization at frequency 18.7 GHz is expressed agate also increased. Moreover, the number of grid cells
Teisv, and this convention is also used for the otherdeclined during summer because cells with MPF > 15%
channels.Cavalieri et al. (1984) reported that the were notincluded.
gradient ratio GR) betweenTsiov and Teszv in SSM/I Figure 2 shows examples of the distributions of both
data GRuv-sn) is valid for distinguishing between NSIDC ice age and AMSR-E ice type. These
FYl and MYI in the NASA team standard ice algorithm distributions on 1 January and 1 April were similar.
for the Arctic Ocean. This is because MYI has muchAgreement rates were respectively 91% and 90% on
lower salinity and less moisture (Ulabyal., 1982). those dates. Although the rate was 88% on 1 September,

Krishfield et al. (2014) defined theGR between it is difficult to understand the distribution of AMSR-E
Teisv and Tezev in AMSR-E data GRusv-36v), Which  jce type across the entire Arctic Ocean. Additionally,
was compared with shipborne electromagneticFY| grid cells were situated between MYI grid cells in
induction device thickness during late summer.the distribution of NSIDC ice age (Figs. 2a, 2c, and 2e).
GRugv-sev Is sensitive to change in ice thickness in MYI This characteristic was not found in the distribution of
areas. This suggests th@Risv-sev varies with ice  AMSR-E ice type (Figs. 2b, 2d, and 2f).
temperature at penetration depths for 18.7 and 36.5 Figure 3 shows seasonal change of m&R&dov-3sv,

GHz channels, as well as snow depth over sea iceir temperature, and snow depth. During the high
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agreement rate (October—April), the difference betweer .
meanGRos\-36v Of FYl and MYI| was 0.045. However, g 2. it wto
standard deviations of the rate for FYl and MY| were - .!!.I,,,._;:.=!:,_,,
0.035 and 0.03, respectively. This means that thes o W, 'W.lﬂ.‘[ﬂ[.]lhm‘.‘.!w.mwm., |
changeof GRosv-3sv Varied by year. The changésnow Z‘jgz e I | I
depth and air temperature behaved similarly.
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Fig. 1 Seasonal change of mean agreement rate betwe:
NSIDC ice age and AMSR-E ice type over the BeaufortFig. 3 Seasonal change of mean @Rosvsev from
Sea during 2002-2011, with standard deviations calculated AMSR-E data, (b) air temperature and snow
(vertical lines). Gray bars show number of grid cells. depth from CFSs with standard deviations (vertical

- lines), and (c) melt pond fraction from calculated

AMSR-E data over the period 2002-2011 in the

Beaufort SeaMultiyear ice (MYI) and first-year ice

(FYI) in panel (a) are from NSIDC ice age.

1-dan. 1-Feb. 1-Mar. 1-Apr. 1-May. 1-Jun. 1-Jul. 1-Aug. 1-Sep. 1-Oct. 1-Now. 1-Dec
Date

AMSR-E ice type

5. DISCUSSION

The agreement rate between NSIDC ice age and
AMSR-E ice type is > 80 % for October to April. This
demonstrates that the AMSR-E ice-type algorithm is
valid for distinguishing FYI from MYI.

The agreement rate for 1 September is higher than
that in other months. However, estimated areas of
AMSR-E ice type (especially minimum sea-ice extent
in September 2007 over the years 2002-2011) were
limited by the effect of MPF (Fig. 2f). This indicates an
unacceptable agreement rate in summer and September.

We now address the causes of the disagreement
between NSIDC ice age and AMSR-E ice type. Eicken
et al. (2002) and Perovict al. (2009) reported that the
salinity of thicker FYI (> 70 cm) is similar to that of
MYI. Additionally, Tessv for GRosv_36v Was sensitive to
the difference between FYI and MYI salinities. We
believe that the AMSR-E ice-type algorithm regards
thicker FYl as MYI.

The AMSR-E ice-type algorithm determines the
dominant ice type in a grid cell. In contrast, NSIDC ice
age outputs the oldest ice age in a grid cell if that cell

Fig. 2 Examples of NSIDC ice age (left panels) andincludes ice of different ages. This does not necessarily
AMSR-E ice type (right panels) distributions for January,oytput the dominant NSIDC ice age in a grid cell.
April, and September 2007. Black, light gray, dark gray, Therefore, a cause for the disagreement may be the
and white are multiyear ice, first-year ice, land, and gifference of determination method for AMSR-E ice

missing grid cells, respectively. A missing grid cell type and NSIDC ice age.

means > 20% melt pond fraction or open water (< 20% We considered the effect GRosv_sev On snow depth
sea-ice concentration). Analysis area in this study exist1~;a -

inside the trapezoid. nd air temperature. Relationships betw&Rysv_36v
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and snow depth and air temperature were examined atreshold may need further improvement if ice types
shown in Table 2Tgsev decreased with snow depth are retrieved using AMSR2 data since 2012.
(Eppler et al., 1992). The relationship between The aforementioned findings will serve as a basis for
GRusv-36v and snow depth tends to be strong for FYI in further understanding of essential effects on the
December(= -0.51) and MYI in Octoberr (= -0.53). = AMSR-E ice-type algorithm. Kimuraet al. (2013)
As an exampleGRosv—36v decreases with the increasing advanced the possibility that the ice thickness
snow depth in October (Fig. 4a). Then, the increase oflistribution in spring is affected by the redistribution of
snow depth is 0.1 m per month (Fig. 3b). This suggestsce floes in winter. This is important for potential
that change of snow depth affeGRosv-36v. However,  improvement in prediction of the summer ice area in
the increase of snow depth (0.01 m per month) duringspring by investigating winter ice motion. Moreover,
January-April is less (Fig. 3b). The relationship information of sea-ice type in spring is useful for a
betweenGRoev-36v and snow depth is also weak (Table prediction model of melt pond expansion (Eicleal.,
2). According to Sato and Inoue (2017), snow depth in2004). This is because melt ponds in summer differ in
CFS data has a positive bias during winter and springtheir range of expansion on FYI and MYI aade a
greater than that during autumn. Therefore, we believenajor influence on the ice—albedo feedback mechanism
that the biases affect the relationship betweBgsv_zev (e.g., Flocceet al., 2007; Schrodeet al., 2014). Thus,
and snow depth as shown in Table 2. the AMSR-E ice-type algorithm will also be useful for
these predictions.
Table 2. Correlation coefficients)(andp-values between

GRosv-3sv, and snow depth and air temperature for -0.03 I L ! \ !
first-year ice (FYI) and multiyear ice (MYI) in the a Snow depth in October FYI
Beaufort Sea. ‘ o N
-0.04 -
Snow depth Air temperature
. FE 3
FYl MYI FYI MYI % 006 —0 ‘
Month  r p r p r p r p n:g
G -007 7 -
1 -0.04 0.30 0.02 045 |-0.22 0.45
<0.001
2 005 0.31 021 045 |-029 0.45 -0.09 ~ -
r=-0.53
3 043 050 035 |-0.08 022 [-0.02 0.22
-0.10 T T T T T T
4 025 <0.001)032 -049 0.05 008 01 012 014 016 018 02 022
10 032 053 0.27 0.67 Snow depth [m]
<0.001 <0.001 <0.001
11 -0.38 0.11 0.51 0.93
-0.03 | I 1 |
2 0.18 -0.40 028 b Air temperature in November EYI
®  MYI
-0.04 ; __» -
Tgs is affected by the relationship between surface T
temperature and air temperature. The relationship > .. | . i
betweenGRosv—3sv and air temperature tended to be I p -
strong for FYl ¢ = 0.51) and MYI ¢ = 0.93) in =
November. As shown in Fig. 4iGRosv_ssv increased ~ © 0977 -
with air temperature. However, the relationship
between GRpsv_36v and air temperature was weak ~0.09 B
during December—April. This suggests that the increase
of air temperature (3 °@er month) was less than that -010 : ; ; ;
during October and December (7 °C per month). Thus, -29 -21 -25 -23 21
GRoev-36vis affected by snow depth and air temperature Airr temperature [°C]
in addition to ice type. Fig. 4 Relationship betweeBRosv-36v, and (&) snow depth

GRosv-ssv tended to increase in October and iy October and (b) air temperature in November over the
November (Fig. 5). Trends of MYI in October and period 2002-2011r denotes the correlation coefficient
November were 0.0031 and 0.017 per year, respectively.for the Beaufort Sea. Solid lines in these panels show
Moreover, the differences betwe@Rosv-3sv for FYI regression lines. These relationships are statistically
and MYI were greater than those in November. These significant at the 99.9% confidence level. FYI and MYI
results suggest that the threshold for estimating are first-year iceand multiyear icerespectively.

AMSR-E ice type changes monthly and yearly. The
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