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Abstract 
Recent studies indicated the importance of cyclones in terms of Arctic warming. Most previous 

literature has focused on horizontal latent and sensible heat transport from lower latitudes and paid 
little attention to the effect of surface evaporation in the Arctic Ocean. We here examine the effects of 
surface evaporation on the lifecycle of a cyclone and thermodynamic structure around a cyclone by 
conducting a series of numerical simulations, carefully validated with shipboard surface 
meteorological observations and atmospheric soundings. Although the atmospheric environment and 
development mechanism of the cyclone are quite different from those of tropical cyclone, the surface 
fluxes play a role in the life cycle of the cyclone. Enhanced surface evaporation over the Nordic Seas 
contributes to the longevity of the cyclone, and the effect of evaporation is comparable to that of the 
surface sensible heat flux. An increase in moisture due to surface evaporation results in atmospheric 
warming in the lower troposphere over the Barents Sea, mainly because of local condensational and 
boundary layer heating, and the advection of warm air, which is presumably caused by modification of 
the air mass around the cyclone. The recent sea-ice decline and associated enhanced evaporation 
potentially intensify such storm-mediated atmospheric heat-exchange and lead to further Arctic 
warming. 

Key words: cyclone; Barents Sea; air–sea interaction; surface heat flux; Arctic amplification 

1. Introduction
Cyclones are an important component of the Arctic

climate system (Serreze, 1995). They crucially affect 
the energy balance of the polar region by transporting 
huge amounts of heat and moisture (Zahn et al., 2018). 
In some extreme cases, intense cyclones generate large 
anomalous warming over the Arctic (e.g., Moore, 2016). 
Cyclones also affect the concentration and melting of 
sea ice (Boisvert et al., 2016) and thus control the 
atmospheric energy supply from the surface. Hence, 
any changes in cyclone activity directly affect the 
Arctic energy balance (Zahn et al., 2018). 

A recent study showed a coherent interannual 
variation of moisture transport from lower latitudes and 
air temperature during winter (Hao et al., 2019). Dufour 
(2016) showed that transient eddies provide the bulk of 
the imported mid-latitude moisture (~90% at 70°N), 
which suggests the importance of cyclones in recent 
Arctic warming. Meanwhile, surface fluxes play an 
important role in Arctic warming, especially in the 

lower troposphere (Screen et al., 2010; Deser et al., 
2010; Dai et al., 2019). Strong winds over the ice-free 
ocean surface associated with cyclones can intensify 
surface fluxes, which affects the lifecycle of cyclones 
and in turn atmospheric warming. Adakudlu and 
Barstad (2011) documented that their modelled cyclone 
had a prolonged phase of a surface low at its peak 
intensity when they removed sea ice around Svalbard. 
Kolstad et al. (2016) showed that surface heat fluxes 
intensify the mature phase of a polar low and warming 
in the lower troposphere. Such storm-mediated 
ocean–atmosphere heat exchange was suggested by 
Inoue and Hori (2011). However, its detailed process 
has not been fully examined and is thus not yet fully 
understood. 

In January 2011, we made shipboard atmospheric 
soundings and surface meteorological observations in 
the Barents Sea and successfully observed a marine 
cyclone, which remained around the sea-ice edge in the 
Barents Sea and may have affected the atmospheric 
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thermodynamic structure. The present study elucidates 
the effect of surface evaporation on the lifecycle of this 
cyclone and the storm-mediated heat exchange process 
through a series of numerical simulations. Although 
surface evaporation is not large over the Arctic Ocean, 
compared to lower latitudes, it has a long-term 
increasing trend (Boisvert et al., 2015), and the results 
of the present study will thus shed light on recent Arctic 
warming and contribute to its future projection. 

The remainder of the paper is organized as follows. 
The data and method used in the study are described in 
Section 2. Section 3 documents the results of numerical 
simulations. A summary and discussion are provided in 
Section 4. 

Fig. 1 Map showing the topography (Topo) and SST 
field derived from OISST on 21 January 2011 in the 
study area. Overlaid on the SST field are black lines 
and circles, respectively indicating ship transects 
and locations of shipboard sounding stations. 
Numerals with slashes and colons indicate the day of 
the month and the UTC time (e.g., 21/12:15 
represents 12:15 UTC on 21 January 2011) of the 
sounding. Purple lines with circles represent the 
tracks of the cyclone estimated from ERA-Interim 
data; two-digit numbers indicate the day of the 
month (time is 00:00 UTC). The rectangle with thick 
black lines marks the domain of the numerical 
simulations. 

2. Data and method

2.1 In situ observations
A joint survey of the Arctic ocean–atmosphere 

system was conducted by the Japan Agency for 
Marine–Earth Science and Technology and the Institute 
of Marine Research in Norway from 13 to 26 January 
2011 on board the research vessel (R/V) Johan Hjort of 

the Institute of Marine Research. Figure 1 shows the 
locations of sounding stations overlaid on the 
sea-surface temperature (SST) field. For brevity, we 
abbreviate times as the day of the month in January 
2011 and the UTC time, such that 21/12:15 represents 
12:15 UTC on 21 January 2011. On board the ship, we 
used radiosondes (Vaisala RS92-SGPD) to measure air 
temperature, relative humidity (RH), and wind velocity 
every 1 s from the sea surface to approximately 15 km 
above the sea surface. Surface marine meteorological 
observations of the SST, surface air temperature (SAT), 
sea-level pressure (SLP), surface wind velocity, and RH 
were available at 1-min intervals. We used 
WindObserver II (Gill Instruments) for surface wind 
velocity, PTB220 (Vaisala) for SLP,  HMP45D 
(Vaisala) for SAT and RH, SBE-3 (Sea-Bird 
Electronics) for SST. These in situ data were neither 
assimilated into the reanalysis dataset nor used in the 
numerical simulations. They were considered as 
independent data and used to evaluate the model 
performance in reproducing atmospheric fields during 
the survey. 

2.2 Atmospheric model 
We conducted numerical simulations to elucidate the 

roles of surface evaporation in the lifecycle of the 
observed cyclone and atmospheric warming. Version 
3.5.1 of the polar-optimized Weather Research and 
Forecasting model (Polar WRF) developed by Hines 
and Bromwich (2008) was used in the simulations. 
Readers are referred to Skamarock et al. (2008) for the 
specifications of an original version of the model. The 
land surface model has been optimized for the Arctic 
climate and well validated using various observational 
data (Hines and Bromwich, 2008). The model domain 
is indicated by the rectangle with thick black lines in 
Figure 1. The horizontal grid spacing was set to 10 km 
and the model had 50 vertical levels up to 10 hPa. We 
used five parameterization schemes: the Morrison 
two-moment scheme (Morrison et al., 2009) for cloud 
microphysics, Mellor–Yamada–Nakanishi–Niino 
scheme (Nakanishii and Niino, 2009) for turbulence 
closure, new Kain–Fritsch scheme (Kain, 2004) for 
cumulus convection, Dudhia shortwave scheme 
(Dudhia 1989), and a rapid radiative transfer model 
(Mlawer et al., 1997) for radiation. The Yonsei 
University scheme (Hong et al., 2006) was also tested, 
but the model output varied little for different 
parametrizations. Optimum Interpolation Sea Surface 
Temperature (OISST; Reynolds et al., 2007) data were 
used for the bottom boundary condition over the sea 
surface. European centre for medium-range weather 
forecasts interim reanalysis (ERA-Interim; Dee et al. 
2011) was employed for the initial and boundary 
conditions of other prognostic variables.  
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2.3 Numerical experiments 
A series of numerical experiments were conducted to 

examine the roles of surface fluxes in the development 
and maintenance of a cyclone. A full-physics control 
model simulation (CNTL) was conducted to reproduce 
the life cycle of the observed cyclone. The time 
integration of CNTL started at 21/00:00 and ended at 
25/00:00. The relative importance of various physical 
processes changes during the life cycle of the cyclone 
and the removal of a certain physical process changes 
the environment in which the cyclone develops (Føre et 
al., 2012). Shutting off the physical processes from the 
development phase makes the interpretation of the 
results during the mature phase difficult. Thus, two 
groups of sensitivity experiments with different periods 
of time integration were designed, following Føre et al. 
(2012). Time integration in one group of experiments 
including, no turbulent heat flux (NoTF), no sensible 
heat flux (NoSF), and no evaporation (NoEV) 
experiments started at 21/00:00 and ended at 22/00:00, 
focusing on a development phase of the cyclone. 
Another group denoted by the capital letter D (delayed) 
at the end of the abbreviation (NoTF-D, NoSF-D, 
NoEV-D) focused on the mature phase and began at 
22/00:00 and ended at 25/00:00. The initial conditions 
of these delayed experiments were taken as the output 
of CNTL at 22/00:00 using the restart functionality of 
the WRF model. Both surface sensible heat flux and 
evaporation were turned off in NoTF and NoTF-D. In 
NoSF and NoSF-D, only the surface sensible heat flux 
was shut off. In NoEV and NoEV-D, only the surface 
evaporation was switched off. To compare the relative 
importance of the surface fluxes with condensational 

heating, we conducted additional sensitivity 
experiments (NoMC and NoMC-D), in which both the 
cloud microphysics and cumulus schemes were shut 
off. 

3. Results

3.1 Model validation
Figure 2 compares surface meteorological 

observations with model outputs of CNTL. Although 
the model underestimated the observed SLP minima at 
around 20/12:00 and 22/00:00, it reproduced temporal 
variations of SLP correctly. Model output was also in 
agreement with observations for the SAT, surface 
specific humidity, planetary boundary layer height 
(PBLH), wind speed at a height of 10 m (U10), sensible 
heat flux (SHF), and latent heat flux (LHF).  

Model results were further compared with in situ 
atmospheric soundings (Fig. 3). From 20/00:00 to 
21/18:00, in situ atmospheric soundings recorded large 
RH values from the lower to upper troposphere, 
suggesting horizontal moisture transport. The 
tropopause then started to fall from 21/12:00, indicating 
cyclone development. The wind became strong and 
veered from southwesterly to northwesterly from 
21/12:00 to 22/12:00. This indicated the passage of the 
cyclone near the ship and was consistent with the tracks 
of the cyclone (Fig. 1). After 22/00:00, the lower 
troposphere became more humid (RH exceeding 80%), 
while dry air dominated (RH below 10%) above 
approximately the 300-hPa level and there was 
accompanying tropopause folding. These observed 
features were successfully reproduced in CNTL, giving 
us confidence for further analysis as described below. 

Fig. 2 Comparison of time series of shipboard surface meteorological observations (red) and CNTL (black). (a) SLP, 
(b) SAT (solid), shipboard measured SST (dot-dashed), and OISST (dashed), (c) surface specific humidity, (d)
PBLH, (e) U10, and (f) SHF (solid) and LHF (dashed) along the ship transect (black lines and circles in Fig. 1).
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Fig. 4 (Black) Maps of SLP in hPa, (blue) PV at the 300-hPa level in PVU, and (color) vertically integrated 
condensational heating rate in kWm−2 at (a) 21/03:00, (b) 22/12:00, and (c) 23/00:00. Cross sections of (shade) 
PV and (contour) virtual potential temperature (VPT) along the lines (d) AA´, (e) BB´, and (f) CC´. The contour 
intervals of the VPT are 2 and 4 K, respectively represented by solid and dashed lines. 

Fig. 3 Pressure–time plots of (a) observed and (b) modelled air temperature and horizontal wind vectors, and (c) 
observed and (d) modelled RH along the ship transect shown in Fig. 1. Purple squares represent the pressure levels 
of the tropopause. 
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3.2 Life cycle of the cyclone 
The cyclone in CNTL initiated north of Iceland and 

moved towards the east of Svalbard at approximately 
21/03:00 (Fig. 4). The cyclone track in CNTL is 
consistent with that in ERA-Interim data (Fig. 1). The 
simulated SLP in CNTL was a minimum around 
22/00:00 and gradually increased until 24/12:00 (data 
not shown). The cyclone lasted for more than three 
days. These features are consistent with satellite 
infrared images and ERA-Interim data (not shown). 
During the development phase, air with high values of 
potential vorticity (PV) exceeding 3 potential vorticity 
units (PVU; 10−6 K m2 kg−1 s−1) at the 300-hPa level 
extended from Greenland and was located above the 
surface trough (Fig. 4a, b, d, and e). The vertically 
integrated condensational heating rate was high east of 
the surface trough (around the area west of A´ in Fig. 
4a). A cross section along the line AA´ shows an 
upper-tropospheric high-PV anomaly (PV > 1) centered 
around 4°W and the 400-hPa level (indicated by UPV) 
while a lower-tropospheric high-PV anomaly (indicated 
by LPV) dominated east of the upper PV anomaly 
(Figure 4d). These features (i.e., upper and lower PV 
anomalies and diabatic heating east of the upper PV 
anomaly) are consistent with the conditions of Type-C 
cyclone development proposed by Deveson et al. 
(2002).  

After the development phase, the cyclone moved east 
of Svalbard and started to decay (Fig. 4c). At the 
beginning of the mature phase, upper and lower PV 
anomalies were coupled (Fig. 4f). The cyclone decayed 
as the upper PV anomaly moved south of the surface 
cyclone and gradually decoupled with the lower PV 
anomaly during its mature phase. All the features of the 
simulated cyclone are consistent with those in the 
ERA-Interim data (data not shown).  

During its mature phase, the cyclone stayed around 
the ice edge east of Svalbard (Figs. 1 and 4). During 
this phase, an outbreak of cold air induced by a 
northerly west of Svalbard due to the cyclone enhanced 

Fig. 6 (a) Tracks of the simulated cyclone and (b) 
time series of SLP at the storm center. The thick 
dashed line in (a) indicates the sea-ice edge. 
Circles in (a) represent the locations of the storm 
center at 21/00:00. Black and colored squares 
respectively indicate the locations of the storm 
center at 25/00:00 and 22/00:00 in CNTL and other 
experiments (NoTF, NoSF, NoEV, and NoMC). 
The triangle and inverted triangles respectively 
indicate the locations of the storm center at 
22/00:00 and 24/18:00 in CNTL and the other 
delayed experiments (NoTF-D, NoSF-D, NoEV-D, 
and NoMC-D). 

Fig. 5 (a) Maps of (color) SAT and (vector) U10 and (b) LHF averaged from 22/00:00 to 23/00:00. 
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the surface evaporation (Fig. 5), which may have 
affected the lifecycle of the cyclone and 
thermodynamic structure around the cyclone. It is well 
known that evaporation plays a fundamental role in the 
life cycle of the tropical cyclone (e.g., Emanuel 2003). 
However, the development process of the polar cyclone 
described here is fundamentally different from that of 
tropical cyclones. The role of evaporation in the life 
cycle of this cyclone should be different from that in 
the tropical cyclone and will thus be examined later. 

3.3 Sensitivity experiments 
Figure 6 shows the track of the cyclone in each 

sensitivity experiment and time series of the simulated 
SLP at the storm center. There were no large differences 
between the tracks of the cyclone in the sensitivity 
experiments and CNTL. The cyclone hardly deepened 
when the cloud microphysics and cumulus schemes 
were switched off during the development phase 
(NoMC). The SLP at 22/00:00 in NoTF, NoSF, and 
NoEV was comparable to that in CNTL. In contrast, all 
the delayed experiments were highly sensitive to the 
physical processes that were turned off. Condensational 
heating (NoMC-D) affected the mature phase of the 
cyclone. NoTF-D saw the strongest effect of the SLP 
while the effect of turbulent heat flux (NoTF-D) was 
stronger than that of condensational heating (NoMC-D), 
which is consistent with the results of Kolstad et al. 
(2016). The effect of the surface evaporation (NoEV-D) 
was comparable to that of the surface sensible heat flux 
(NoSF-D). The effect of the surface evaporation during 
the mature phase of a cyclone has not been fully 
addressed in previous studies, and we therefore further 

examine the results of NoEV-D. 
Figure 7 depicts the difference in the virtual potential 

temperature (VPT) between CNTL and NoEV-D at 
23/00:00. CNTL had higher VPT in the lower 
troposphere around the cyclone than did NoEV-D. 
Terms in the thermodynamic equation were analyzed to 
elucidate the dominant processes of this change in VPT. 

Figure 8 shows the cross-sections of differences in 
terms in the thermodynamic equation of the model 
between CNTL and NoEV-D along the line AA´ in 
Figure 7a, averaged from 22/01:00 to 23/00:00. The 
rate of time change in the lower troposphere was 
positive except in some small areas (Fig. 8a). Local 
condensational processes dominated the heating in the 
lower troposphere. Advection also contributed to 
heating, except near the surface, which is consistent 
with the results of Screen et al. (2012). 

The cloud fraction averaged from 22/01:00 to 
23/00:00 (Fig. 9a) indicates the dominance of low-level 
clouds near the cyclone center. There were also 
mid-level clouds west of the cyclone center, but 
changes in cloud fraction were mainly found in the 
lower troposphere (Fig. 9b), providing evidence for the 
dominance of condensational heating. In addition, the 
planetary boundary layer scheme played a role near the 
surface (Fig. 8e). Longwave radiation counteracted 
heating except around the 800-hPa level (Fig. 8d). The 
residual term, relating to physical processes such as 
horizontal diffusion and shortwave radiation, was 
negligible (data not shown). The dominance of 
advection suggests the importance of the remote 
influence, by which warmer air resulting from diabatic 
heating is transported from remote areas. The difference 

Fig. 7 (a) Map at the 900-hPa level and (b) cross section of differences in VPT between CNTL and NoEV-D in K 
(color). Black and blue contours represent the VPT in K and SLP in hPa. The thick line AA´ in (a) indicates the 
location of the cross section in (b). 
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in VPT in Fig. 7(a) suggests the warmer air was created 
in remote areas around the cyclone and moved into the 
cyclone center. Trajectory analyses indicate that the 
VPT of air parcels from around the cyclone near the 
surface increased, providing evidence of the remote 
influence (data not shown). 

4. Summary and Discussion
The role of surface evaporation in the life cycle of

the cyclone and ocean–atmosphere heat exchange in the 

Barents Sea was investigated through a series of 
numerical simulations and validated carefully using 
shipboard surface meteorological observations and 
atmospheric soundings. An outbreak of cold air and 
strong winds induced by the cyclone enhanced the 
surface evaporation during the mature phase of the 
cyclone. The enhanced evaporation contributed to the 
longevity of the cyclone. The effect of the surface 
evaporation was comparable to that of the surface 
sensible heat flux. An increase in moisture due to 
surface evaporation caused atmospheric warming in the 

Fig. 8 Cross sections showing differences of terms in the heat budget equation between NoEV-D and CNTL along 
the line AA´ in Fig. 7a, averaged from 22/01:00 to 23/00:00. (a) Tendency (rate of time change), (b) advection, (c) 
sum of diabatic heating terms relating to cloud microphysics and cumulus schemes, (d) long-wave radiation, and 
(e) planetary boundary layer scheme.

Fig. 9 Cross sections of the cloud fraction in percent: (a) CNTL and (b) difference between NoEV-D and CNTL 
along the line AA´ in Fig. 7, averaged from 22/01:00 to 23/00:00. 

. 
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lower troposphere over the Barents Sea, as suggested 
by Inoue and Hori (2011). A detailed thermodynamic 
analysis revealed that this warming was mainly due to 
local condensational and boundary layer heating and 
the advection of warm air. 

Stronger surface winds around the cyclone during the 
prolonged mature phase should affect the sea-ice 
distribution. In the sea ice diminishing Arctic, rough 
seas will contribute to surface evaporation and further 
contribute to atmospheric warming as shown in this 
study. Moreover, SST distributions have a rich structure 
in the Nordic Seas as shown in Fig. 1. The ocean 
currents should impact such SST distributions and 
hence the surface evaporation. An interaction between 
the cyclones and the sea ice distribution and the effect 
of the sea-ice decline need further investigation because 
the recent decline in sea ice in the Barents Sea 
potentially enhances such a warming process. 

Although previous studies have paid little attention 
to the lifetimes of cyclones in the Arctic Ocean 
(Smirnova et al., 2015), such investigation will be 
important in the assessment of the effect of cyclones on 
atmospheric warming in the Arctic. Figure 10 shows 
histograms of lifetimes of Arctic polar mesocyclones 
(so-called polar lows) catalogued in the database of Sea 
Surface Temperature and Altimeter Synergy for 
Improved Forecasting of Polar Lows (STARS; 
Eastwood et al., 2012), suggesting an increasing trend 

in lifetimes. This database does not include cyclones 
that do not satisfy the definition of a polar low. 
However, it is worthwhile to expand the lifetime 
analysis to Arctic cyclones other than polar lows. A 
long-term trend of the lifetime of cyclones is beyond 
the scope of this study but should be examined in future 
research. Continuous monitoring of cyclones is thus an 
important task. Such monitoring is necessary for the 
assessment of the long-term change in cyclone 
characteristics and background environmental 
parameters (e.g., SST) induced by multidecadal 
variabilities (Tokinaga et al., 2017) and will contribute 
to our understanding of the effect of cyclones on Arctic 
weather and climate. Satellite consternations have been 
indispensable to study such long-term changes and will 
continue to be essential for researches in the Arctic 
climate. 
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和文要約 

低気圧を媒介とした北極海における海洋－大気

間の熱交換のメカニズム： 2011 年 1 月にバレ

ンツ海で観測された低気圧の事例解析

万田敦昌 1, 三井拓 2, 猪上淳 2, 3, 堀正岳 3, 4, 
河本和明 5, 小松謙介 1 

1 三重大学, 2 総合研究大学院大学, 3 国立極地研究所, 
4 海洋研究開発機構, 5 長崎大学 

北極温暖化における低気圧の果たす役割の重要性

が近年の研究で指摘されている。既往の多くの研究は

中緯度からの顕熱・潜熱の水平輸送に焦点を当ててお

り, 北極海の蒸発の影響に着目したものは無い。そこ

で 2011 年 1 月にバレンツ海で行われた現地観測で捉

えられた低気圧を対象として, 海面からの蒸発が低

気圧に及ぼす影響を数値シミュレーションによって

調べた。海面からの蒸発は，低気圧の長寿命化に寄与

し, その効果は顕熱と同程度であった。熱収支解析か

ら海面からの蒸発は凝結加熱, 境界層における加熱, 
および暖気移流の強化を通じて, 気温を上昇させて

いることが明らかとなった。近年の海氷減少とそれに

伴う蒸発の強化は, 本研究で示された低気圧を媒介

とした海洋－大気間の熱交換を促進し, 北極海のさ

らなる温暖化に寄与している可能性がある。  

Copyright ©2020 The Okhotsk Sea & Polar Oceans 
Research Association.  All rights reserved. 
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Abstract 
   The Japanese Antarctic research icebreaker Shirase has encountered severe ice conditions during her 
operations in the Antarctic sea ice. Ramming performance influences the voyage schedule and safe operation 
in heavy ice conditions. This paper presents a proposed method of calculating the penetration distance during 
ramming operations. Ship–ice collision, ship slide–up, and ice failure were modeled. Bending failure was 
applied to ramming icebreaking criteria. The penetration distance obtained using the proposed method was 
compared with those from ship trials in the Antarctic sea ice.  

Key words: Antarctic sea ice, energy conservation, icebreaking, multi-year ice, ramming 

1. Introduction
The Japanese Antarctic Research Expedition (JARE)

was begun in 1956. The Antarctic research icebreaker 
Shirase II has transferred cargoes and scientists to the 
Japanese Antarctic research station (Syowa station) 
since 2009. Syowa station is located in Lützow–Holm 
Bay, which is often covered with the multi-year ice 
(Sawamura, 2016). Shirase is therefore often required to 
ram the multi-year ice. Ramming icebreaking requires 
more operation time and fuel than continuous 
icebreaking. Therefore, ramming performance strongly 
affects Antarctic voyage schedules and safe operations 
(Yamauchi and others, 2009). 
  During ship ramming, the icebreaker repeats 
backward and forward motion and breaks the sea ice by 
ship–ice impact and slide–up of the ship onto the ice. To 
model ship ram events, the complicated ship–ice 
interactions during ramming must be described. Earlier 
studies related to calculation of ship ramming were 
conducted by Popov and others (1967) and Vaughan 
(1986). They have been cited by Dalay and Riska (1990). 
The calculations have assumed the ship–ice interactions 
during ship ramming to be the ship–ice impact problem. 
They have derived a simple formula of ramming force, 
in which energy conservation in modeling of ship ram is 
applied. Blanchet and others (1990) have applied the 
energy conservation principle to represent the ship–ice 
impact and ship slide-up with and without the flexural 
response of ship during ship ramming. They calculated 
the kinematic energy of ship–ice interactions. Kishi and 
others (1997) used the energy balance model to predict 
the penetration distance of ship ramming based on 
measured and model test data. Ringsberg and others 
(2014) analyzed the relation between measured ship 
motions and ice loads. They proposed the computational 

model to identify ramming force during ship–ice events 
in the heavy ice conditions. Takahashi and others (2019) 
investigated measured data of impact velocity, 
penetration distance, and turning angle of the icebreaker 
Shirase. They predicted the required time for turning 
operations of ship ramming. Use of the present 
predictions of ship ramming remains limited because 
most predictions require measured or model test data of 
ship ramming. 

This paper presents calculation of the penetration 
distance of ship ramming based on energy conservation 
in ship–ice interactions of ship ramming. The 
phenomena of ship–ice impact, ship slide–up, and ship–
ice friction are involved in the energy balance during 
ship ramming. Bending failure of plate ice is applied to 
the ship ramming icebreaking. The proposed method 
calculates the penetration distance. Results were 
compared with the penetration distance of icebreaker 
Shirase measured in the 55th Japanese Antarctic 
Research Expedition (JARE 55) on 2013 and 2014.  

2. Ship ramming in the Antarctic sea ice
Shirase conducted her operations in the Antarctic sea ice
for the 55th Japanese Antarctic Research Expedition
(JARE 55) during December 2013 through March 2014.
During the outbound voyage to Showa station, Shirase

started her ramming operations from December 18, 2013,
when she entered the multi-year ice (69°00’N, 39°05’E),
and continued until January 4, 2014 when she berthed at
Showa station (69°00’N, 39°38’E). The ramming in
multi-year ice was done 1952 times. Shirase is equipped
with a ship-monitoring system that records ship motion
data during her voyage (Yamauch and others, 2011). This
paper used ship data related to the ramming, such as ship
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speed, GPS location, ship power, ice thickness, etc. 

2.1 Ice thickness 
   The ice thickness was measured by an electro–
magnetic induction sensor (EM sensor) installed at the 
starboard shoulder. Visual observation and image 
analysis were also used for ice thickness measurements. 
Image analysis measures the ice thickness using the 
digital camera and laser measure. The digital camera 
captures the vertical cross section of ice when the ship 
breaks the ice and the ice is rotated by the ship advancing. 
At the same time, the laser measures the distance 
between the digital camera and the ice. The length of the 
1 pixel’s image is obtainable by the function with the 
distance from the digital camera to the ice. The ice 
thickness is calculated by the number of the pixels in the 
ice cross section and the length of the 1 pixel’s image. 
(Sawamura, 2016). EM sensor can measure only the total 
sea ice thickness (snow+ice). Others can measure snow 
and ice thickness separately. The time interval of the EM 
sensor is 1 s, and others sensor frequencies are 3 hours. 
Image analyses during water flushing performance tests 
were conducted in each ramming. The time interval was 
varied from 5 to 10 min depending on each ramming 
operation. In the water flushing system, water pumps 
with nozzles at the bow flush the ice to reduce the 
friction between hull and ice. Water flushing was used 
on and off alternately during water flushing performance 
tests. Tests were conducted during 18:50 (UTC) on Jan. 
3, 2014 and 3:07 (UTC) on Jan. 4, 2014. 

Table 1 shows the average ice and snow thickness at 
for 2013/12/22–23 (Area 01), 2014/01/03–04 (Area 02) 
and the water flushing test (Area 03). The total sea ice 
thickness obtained using the three method show 
moderately good agreement. The tendency of the total 
thickness is that visual observations revealed the greatest 
thickness, the EM sensor obtained an intermediate result, 
and image analysis obtained minimal thickness. The 
average sea ice thickness on Feb. 22 and 23 in 2013 
(Area 01) were about 5 m. The average thickness on Jan. 
3, 2014 (Area 02) was about 4 m. The average thickness 
on Jan. 4, 2014 (Area 02) was about 3 m. In the water 
flushing test (Area 03), the differences of ice thickness 
among the three methods become larger than those in 
other areas (Area 01 and Area 02). The measured 
thickness during the water flushing test became 
approximately 2.5–3.5 m. The snow thickness during 
Feb. 22 and 23 in 2013 (Area 01) was greater than 1 m; 

during Jan. 3 and 4, 2014 (Area 02 and Area 03), it was 
less than 0.5 m. The measured data shows that the sea ice 
thickness gradually diminished as the days passed, 
which means the sea ice conditions in the early period of 
ramming operations were extremely heavy. Those in the 
end period close to Showa station were moderate. 

Table 1. Measured ice and snow thickness Unit [m] 
2013/12 

(Area 01) 
2014/01 

(Area 02) 
Flush 
(Area

03) 22 23 03 04 
EM 
sensor 

Ice + 
snow 

5.18 5.13 3.53 2.65 3.42 

Visual 
observa- 
tion 

Ice 3.90 4.00 4.25 2.61 2.40 
Snow 1.50 1.42 0.23 0.29 0.23 
Ice + 
snow 

5.40 5.42 4.48 2.90 2.63 

Image 
analysis 

Ice 3.98 3.10 3.12 1.96 2.02 
Snow 1.19 1.39 0.42 0.52 0.27 
Ice + 
snow 

5.17 4.49 3.54 2.48 2.29 

Table 2. Average value in one day of the maximum ship 
speed and thrust of each ship ramming 

Date Speed [m/s] Thrust [kN] 
2013/12/22 5.77 2068 
2013/12/23 5.78 2338 
2014/01/03 5.56 2168 
2014/01/04 5.18 2156 
Water flushing 5.31 2194 

Fig. 1 Measured penetration distance and ice 
thickness on December 22 and 23, 2013 (Area 01, 
Ram. No. 562–724) 

2.2 Penetration distance 
  The penetration distance of ramming is defined as the 
distance between arrival points of the present and 
preceding ram. The GPS data obtained from the ship-
monitoring system were used to calculate the ship 
location. The GPS data were obtained every 1 s. The ship 
positions were accurate to around 10 m in GPS and 
around 7m in MSAS from the catalog data. Water 
flushing was done from December 18, 2013 to January 
1, 2014. Moreover, water flushing was used during water 
flushing performance tests. Water flushing enables 
elongation of the ramming distance, especially for the 
ram with the thick snow. Table 2 shows the average value 
in one day of the maximum ship speed and thrust. The 
maximum ship speed and thrust of each ship ramming 
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were unchanged during the ramming operations, which 
reveals the operational conditions were constant during 
ship ramming operation.  

Fig. 1 portrays the measured penetration distance and 
the total sea ice thickness of each ramming in Area 01. 
Fig. 2 shows the penetration distance and the total sea 
ice thickness in Area 02 and Area 03. The total sea ice 
thickness measured by EM sensor was used in Figs. 1 
and 2. In Fig. 1, the average penetration distance of one 
ramming is 7 m. The total penetration distance in Area 
01 is 1187 m. In Fig. 2, the average penetration distance 
of one ramming is shown as 48 m. The total penetration 
distance Area 02 and Area 03 is 6978 m. The penetration 
distance in the heavy ice condition (Area 01) with total 
thickness greater than 4 m is extremely short; within 20 
m. The penetration distance in the light ice condition
(Area02 and Area 03), for which the total thickness
becomes less than 3 m increases rapidly to longer than
100 m. Moreover, for sea ice thickness of less than 2 m,
the penetration distance is greater than 200 m. Results
demonstrate that the penetration distance is sensitive to
the ice thickness. In Lützow–Holm Bay during
December 2013 and January 2014, ice thickness of about
2 m apparently marked the transition from continuous to
ramming icebreaking mode. For the short penetration
distance within 10 m in the heavy ice conditions (Area
01), the accuracy of the ship positon obtained from GPS
must be improved.

3. Method of ship ramming calculation

3.1 Energy conservation model
Vinogradov (Nozawa, 2006) proposed a formula to 

predict the maximum ice force during ship ramming 
based on the principle of energy conservation. 
Vinogradov’s approach is as follows; 

- The ship strikes the ice, and slides up on the ice using
the kinetic energy and propeller thrust energy.

- The ice downward force increases with increase of
gravitational force during the ship slide–up on ice.

- The kinetic energy and propeller thrust energy is

expended in the ship–ice collision, potential energy and 
friction during the ship slide–up on ice. 

- The ship breaks the ice when the ice downward force
exceeds the ice breaking force before all available
kinetic energy is expended.

The energy balance during ship ramming is expressed as; 

��� − ��� + �� = �
 + �� + �� , (1) 

in which the following variables are defined.  
E0 = kinetic energy before ship ram 
E1 = kinetic energy after ramming icebreaking 
E2 = propulsive thrust energy 
E3 = energy dissipation of ship–ice collision 
E4 = potential energy of ship slide–up on ice 
E5 = energy dissipation of ship-ice friction. 

E0 ~E5 are expressed as shown below. 

�� − �� = 

�� ���

� − ����

�� = � ∙ �
�
 = 


�� ���
�sin����1 − ��� (2) 

�� = � ������
� + � ���� !�

�

�� = �
"#$% � &����

� + �
"#$% � &�� !�

�

In those equations, v0 represents the ship velocity before 
the ship ramming, v1 denotes the ship velocity after 
ramming icebreaking, W stands for ship displacement, g 
is the gravitational constant, T denotes the mean 
propulsive thrust during ship ramming, S expresses the 
progress distance into the ice, φ signifies the stem angle, 
and e is the coefficient of restitution of the ship–ice 
collision. Z1 represents the reduction of the average draft. 
Also, θ1 is the change of trim angle during the ship 
ramming. P1 stands for the vertical force at the ship–ice 
collision surface. F expresses the friction force on the 

Fig. 2 Measured penetration distance and ice thickness on January 3 and 4, 2014 
(Area 02 and Area 03, Ram. No. 1957–2227) 
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collision surface. The progress distance S and friction 
force F are expressed as 

� = �'� + � ��cotϕ, (3) 

& = ,# -�� ./"%
./"0 + � ./"%

./"01.

Therein, the following variables are used: 

'� = 2�
345�, (4) 

 � = 2�6

∙789

.

In those equations, q denotes the distance between the 
ship–ice collision point and the center of floatation, β is 
the cosine of the frame angle, fi is the coefficient of ship–
ice friction, Aw represents the area of waterline, KML 
represents the height of longitudinal metacenter, ρ 
denotes the seawater density. Also, Eqs. 2–4 are 
substituted into Eq. 1, with the vertical ice force, P1, 
expressed by Eq. (5). 

�� = :� − ;:��� + <
4=

� >?@A�B��BC@�"#$@%DB>�@
�E F

�
@
  (5)

In that equation, the following variables are used. 

G = 

345�E +

6@
789E

,

: =
�B HI

JKLMNO$%

�P HI
JKLM./N%

cot�, (6) 

Q = �
�P HI

JKLM./N%
.

The ice is broken by ship ramming when P1 is greater 
than the ice bearing force Pice. 

3.2 Ice breaking 
Failure mechanisms by ship ramming are complicated. 

They include the local and global failure of bending, 
crushing, splitting, and flaking. Because few data have 
been collected on the behavior of icebreaking during 
ship ramming, the mechanism of the failure in ship ram 
has not been understood precisely. The analysis of this 
paper relied upon the simple assumption that icebreaking 
by ship ram occurs by local crushing on the ice edge and 
the bending failure of the plate ice.  

At the points of ship–ice contact, ice crushing at the 
ice edge takes place as a ship advances in sea ice. The 
ice force increases concomitantly with increased 
crushing area of the ice edge. The ice force nominal to 
the collision surface, Fnom, is given as; 

&$/R = G.S., (7) 

where Ac represents the crushing area on the ship–ice 

Fig. 3 Assumed stem and crushing area 

Fig. 4 Icebreaking force and length calculated 
using FSI (force increasing rate = 10MN/s) 

collision surface, σc denotes the ice crushing strength, 
which is called the mean value of crushing pressure by 
Kujala, 1994, and the average pressure by Daley, 1999. 
As the crushing area Ac increases, the crushing pressure 
σc decreases (e.g. Frederking, 2003, Frederking and
Ritch, 2009). This crushing pressure-area relationship
has scale dependency. For large contact area, the mean
value of crushing pressure asymptotically approaches to
a constant (Kujala, 1994). In this study, constant value of
compression strength of ice is used as crushing pressure.

The crushing area, Ac, is calculated based on the 
collision geometry between the ship and ice. Daley 
(1999) calculated the nominal crushing area for different 
collision geometries (e.g. V wedge, symmetric spoon 
indentation, and right-apex oblique indentation) when he 
derived the force equation for ship–ice and structure–ice 
collision problems of ship ram. In this study, the collision 
between the wedge bow and 180° ice edge (V wedge 
indentation) was assumed. Reduction of draft Z1 and 
change of the trim angle θ1 were omitted from the 
calculation of Ac. Figure 3 depicts the crushing area by 
the geometrical relation between the stem and the ice 
edge.  

The kinematic friction force is presented on the 
crushing surface. Coulomb type friction is assumed. 

&TU#. = ,V&$/R (8) 

The total ice force normal to the collision surface is 
obtainable by the sum of the collision force Fnom and 
friction force Ffric. Ice crushing occurs until the crushing 
area increases and the downward ice force becomes 
sufficient to generate ice bending failure.  
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Fig. 5 Ship ramming scenario 

Bending failure of the plate ice occurs when the 
bending stress in the plate ice, σb, increases as the ship 
advances and exceeds the flexural strength of the ice, σf. 
σb is calculated using fluid–structure interaction (FSI) in
which the dynamic effect of fluid underneath the plate
ice is included along with plate ice bending (Sawamura
and others, 2008). Ice bending in various ship–ice
conditions (e.g. ice edge angle, thickness, and ship
speed) is calculated using FSI. A database of the
icebreaking force Pice was prepared. In the ship ramming
calculations for different ship–ice conditions, the
icebreaking force is obtainable from this database
(Sawamura and others, 2009). Figure 4 presents an
example of database of plate icebreaking by ship
ramming.

3.3 Ship ramming 
A ship ramming scenario is idealized using the 

Vinogradov’s approach. The ship ramming scenario is 
portrayed in Fig. 5. The penetration distance is 
calculated as described below. 

- The ship strikes the ice edge with initial velocity v0.
- The ship slides up on the sea ice. At the same time, the

ice edge is broken by ice crushing.
- Ice downward force increases concomitantly with

increase of the gravitational force that are created by
the ice crushing and ship’s slide-up.

- Ice bending failure occurs when the ice downward
force P1 exceeds the ice bearing force Pice. The ship
velocity decreases v1 by the ship’s slide-up and ice
failure.

- The penetration distance S is calculated by the distance
between arrival (ice breaking) points of the present and
preceding ram. The total penetration distance Stotal is
calculated as the sum of each penetration distance S.

Fig. 6 Idealization of the radial and circumferential 
cracking of ship ram 

The observations of the ship–ice interactions have 
revealed that ice failure begins by radial cracking 
starting from the ship–ice collision point, forming a 
circumferential crack. Ice breaks and falls off the plate 
ice by the penetration of circumferential crack. The 
calculations should include the effect of these cracks. In 
the calculations, when the ice bending failure is not 
occurred by the preceding ship ramming, only radial 
crack propagates. The ice edge is divided by the radial 
crack. The ice plate with two ice edges is generated, in 
which the edge angle is half size before preceding ship 
ramming. The ship ram starts for the plate ice with two 
ice edges. A schematic of ice breaking by radial and 
circumferential cracks is presented in Fig. 6. 

4. Calculation of penetration distance
The measured ship speed, thrust, and the ice thickness

were used for ramming distance calculations. The ship 
speed and thrust were measured respectively every 0.1 s 
and 1 s. In ship ramming, the ship speed decreases from 
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the maximum speed to zero as the ship moves through 
the sea ice. The maximum speed when the ship collides 
with the ice edge and the mean thrust during the ship ram 
(from maximum to zero speed) was used as the input 
data for calculations. The ice thickness measured by the 
EM sensor at zero speed when the ship ramming has just 
ended is used.  

4.1 Mechanical properties of ice 
The mechanical properties of sea ice were not 

measured in JARE 55. The flexural strength, however, is 
most important parameter of bending failure of ice. The 
flexural strength of multi-year ice in JARE 51 (Dec. 
2009 – Mar. 2010) was estimated by the empirical 
formula using the brine volume of sea ice. The flexural 
strength at two locations in multi-year ice were 0.5 MPa 
and 0.8 MPa (Yamauch and others, 2011). For 
coefficient of restitution of sea ice, there is no available 
measured data. The coefficient of restitution obtained 
from the collision tests with pure ice block and ice sphere 
are available (Araoka and other, 1978). The coefficient 
of restitution of the pure ice was around 0.7. 

The sensitive analysis are carried out for ice flexural 
strength and coefficient of restitution. The ice flexural 
strength from 0.3 MPa to 1.0 MPa and the coefficient of 
restitution from 0.0 to 1.0 are selected. Young’s modulus, 
compression strength, and coefficient of friction of ice 
used in the model test of ship in level ice (Sawamura and 
others, 2016) are selected, because the flexural strength 
(0.5 MPa - 0.66 MPa) are similar values of those in 
JARE 51. The calculations were carried out for Area 01, 
Area 02, and Area 03. The principal dimensions of the 
icebreaker Shirase and the mechanical properties of the 
sea ice are presented respectively in Tables 3 and 4. 

Table 3. Principal dimensions of icebreaker Shirase 
Length of waterline Lwl 126 m 
Maximum width Bm 28 m 
Draft d 9.2 m 
Displacement 22000 ton 
Bow angle 19 deg. 

Table 4. Mechanical properties of sea ice 
Young’s modulus E 300 MPa 
Flexural strength σf 0.5 MPa  

(0.3 MPa - 1.0 MPa)* 
Compression strength σc 0.7 MPa 
Coefficient of Friction 0.1 
Coefficient of restitution 0.7 (0 - 1)* 

*Round brackets; for sensitive calculations

Table 5 and Table 6 show average of the calculated
penetration distance using different bending strength 
(from 0.3 to 1.0 MPa) and coefficient of restitution (from 
0.0 to 1.0). When the more than 10 times ramming  

Table 5. Calculated penetration distance using different 
flexural strength (coefficient of restitution = 0.7) 

Flexural strength 
[MPa] 

1.0 0.8 0.7 0.5 0.3 

Average [m] 5.87 7.73 8.84 12.4 16.1 

Table 6. Calculated penetration distance using different 
coefficient of restitution (flexural strength = 0.5 MPa) 

Restitution 1.0 0.8 0.6 0.4 0.3 
Average [m] 12.7 12.6 12.1 12.1 12.0 

Fig. 7 Calculated penetration distance on December 
22 and 23, 2013 (Area 01, Ram. No. 562–724) 

breaking are continued in one ship’s ram, the calculation 
assumes the icebreaking to be continuous icebreaking 
instead of ramming icebreaking. From Table 5, and Table 
6, ship ramming for icebreaking that was judged to be 
continuous icebreaking in the calculations was excluded. 
The average of the calculated penetration distance 
increase with increases of the flexural strength, but is 
unchanged by the coefficient of restitution. The 
average of the measured penetration distance was 22.7 
m, which are larger than the calculated ones in Tables 
5 and 6. Therefore, for the comparison of penetration 
distance (following subsection), the calculated results 
using the flexural strength of 0.5 MPa (the smaller one 
measured in JARE51) and the coefficient of 
restitution of 0.7 (the pure ice data measured by 
Araoka and other, 1978) are used. 

4.2 Comparison of penetration distance 
Fig. 7 portrays the calculated penetration distance for 

Area 01. Fig. 8 shows the calculated penetration distance 
for Area 02 and Area 03. The iterative calculation of ship 
ramming is ended when 10 consecutive ship rams are 
continued. For Area 01(2013/12/22–23), the calculated 
penetration distance of one ship’s ram in the heavy ice 
condition (Fig. 7) is greater than the measured ones (Fig. 
1). Some calculated penetration distances, however, 
become almost zero, for which only radial cracking 
occurs without the ice failure (circumferential cracking). 
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As shown in Figs. 1 and 7, distribution of the calculated 
penetration distance fluctuates more than that of the 
measured one. 

For Area 02 and Area 03 (2014/1/03–04 and water 
flushing test), the calculated penetration distance of one 
ship’s ram in the light ice condition (Fig. 8) is shorter 
than the measured ones (Fig. 2). In the calculations done 
for the icebreaking during Jan. 3, 2014 and in the water 
flushing test, the penetration distance was mostly 
constant: the penetration distance was about 20 m. For 
the calculations during Jan. 4, 2014, the continuous 
icebreaking continued instead of ramming icebreaking. 
As Figs. 2 and 8 show, the calculated distribution of the 
penetration distance was apparently more stable than the 
measured one. 

Table 7 shows the total and average (standard 
deviation) penetration distance in one day, and the 
number of ship rams used for analysis of penetration 
distance. From Table 7, ship ram for icebreaking that was 
judged to be continuous icebreaking in the calculations 
was excluded. The calculated total penetration distance 
in heavy ice conditions (Area 01: 2013/12/22–23) 
moderately agrees with the measured values. The 
difference of the average penetration distance between 
measured data and calculated results are less than 2 m. 
The standard deviation of the calculated penetration 
distance in Area 01 is larger than that of measured one. 
The calculated penetration distance fluctuates more than 
that of the measured one in heavy ice conditions. The 
calculated total penetration distance in light ice 
conditions (Area 02 and Area 03: 2014/1/03–04 and 
water flashing test) was less than the measured values. 
The difference of the average penetration distance is 
around 10 m in Area 02 (2014/1/03–04), and around 17 
m in Area 03 (water flushing test). The standard 
deviation of the calculated penetration distance in Area 
02 and Area 03 are smaller than those of measured one. 
The calculated penetration distance was apparently more 
stable than the measured one in light ice conditions.  

The snow thickness negatively affects the penetration 

distance. On the other hand, water flushing elongates the 
ramming distance. The measured penetration distance in 
the heavy ice conditions (Area 01: 2013/12/22–23) 
includes both effect of snow thickness and water flashing. 
Ice melted ponds were frequently distributed in Area 02 
and Area 03 (2014/1/03–04 and water flushing test). The 
ice melted water reduces the friction between hull and 
ice, and elongates the penetration distance. In addition, 
the water flushing positively affects the penetration 
distance in Area 03. For the comparison with measured 
data, the calculation must include the effect of snow and 
water flushing. Yamauch and others (2011) investigated 
the snow and water flushing effect using the measured 
penetration distance in JARE 51. In the heavy ice 
condition with the ice thickness between 3 m and 4.5 m, 
the water flushing increased the penetration distance by 
15% (around 7.5 m) regardless of snow thickness.  

Table 7. Measured and calculated total, average 
(standard deviation) penetration distances and the 
number of ship rams (Top: total distance, middle: 
average distance, bottom: standard deviation) 

Date Measured 
ram [m] 

Calculated 
ram [m] 

Number 
of rams 

2013/12/22 
(Total, Avg., 
Std. dev.) 

196 149 30 
6.76 4.97 
3.61 7.23 

2013/12/23 991 1033 133 
7.51 7.77 
4.26 8.69 

2014/01/03 3665 2139 136 
27.15 15.73 
15.36 5.47 

2014/01/04 381 247 14 
27.25 17.64 
30.81 5.59 

Water 
flushing test 

2931 949 56 
53.30 16.95 
22.25 5.31 

Fig. 8 Calculated penetration distance and ice thickness on Jan. 3 and 4, 2014 
(Area 02 and Area 03, Ram. No. 1957–2227) 
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The penetration distance is strongly affected by the 
snow and water flushing. However calculations do not 
include effects of snow and the water flushing. For the 
calculations, the ice thickness and the mechanical 
properties of sea ice were assumed to be constant even 
when the real ship–ice conditions during ship ram were 
different. Only local ice crushing and global bending 
failure are included in the calculations as the icebreaking 
phenomena of the ship ramming. The propeller–ice 
interactions occurs normally in actual ship ramming, 
which reduces the propeller thrust, but they are not 
included in the calculations. Those problems are 
anticipated as reasons for the discrepancy between the 
calculated and measured values. They must be 
investigated and include in the calculation. The 
measured ship position is accurate to around 10 m in 
GPS. For the strict comparison, the more accurate data 
from the GPS data is needed. 

4. Conclusions
This paper described the distributions of ice thickness

and penetration distance of full-scale data. The 
calculation method of the penetration distance was 
proposed. In the calculations, the icebreaking by ship 
ram occurs by local crushing on the ice edge and the 
bending failure of the plate ice. The calculated 
penetration distance was compared with full-scale data 
for verification of the proposed method. The calculated 
penetration distance in heavy ice conditions (Area 01) 
moderately agrees with the measured values. Under light 
ice conditions (Area 02 and Area 03), the penetration 
distance of the calculations was shorter than those of 
measurements. From these results, the proposed method 
using bending failure as the breaking criterion in ship 
ramming can demonstrate the ice breaking of ship ram. 
However, the quantitative differences of the penetration 
distance between the measured data and the calculated 
results were shown. These discrepancies are expected to 
occur because of the neglect of the effects of water 
flushing, ice surface conditions such as snow and ice 
melted ponds in the calculations. Those effects must be 
included in calculations because the penetration distance 
is sensitive to ice thickness, snow thickness, and water 
flushing. The mechanical properties of sea ice, ship 
steering, cargo conditions, and so on also affect the 
penetration distance. To find the main contribution to the 
penetration distance from among them, the detailed 
investigation using the additional measurement data and 
the calculations should be done. 
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Abstract 
Whaling and herring fisheries constituted major economic activities during the Dutch Golden Age 

(1600-1800). Whaling, in particular, contributed to the exploration of the Arctic. The focus of this 
paper is the analysis of five short published texts written by Pieter Cramer (1721-1776) that provide 
mid-18th century meteorological information as well as some observations on Arctic climate during 
summer season whaling in Greenland and Davis Strait. 

Key words: Dutch whaling, meteorological and geographical observations, Greenland, Davis Strait 

1. Dutch Whaling in the Arctic and Pieter Cramer
Pieter Cramer (1721-1776) was a wealthy Dutch

merchant dealing in wool and Spanish linen in 
Amsterdam. He was extremely interested in natural 
history and assembled an extensive collection that 
included seashells, fossils and insects of all orders. 
Although he is mainly known as an entomologist his 
interests and capabilities were far-reaching. In 1770 he 
was elected Director of the Zealand Society, a scientific 
society located in Flushing, in the Dutch province of 
Zealand (Verhandelingen uitgegeven door het Zeeuwsch 
Genootschap, 1771). He was a member of Concordia et 
Libertate, a general cultural society founded in 
Amsterdam in 1748. His name is mentioned as 
Assessor in the list of Directors of Concordia et 
Libertate in the years 1762, 1763, 1764, 1765, 1767, 
1768, 1771 and 1772. As a member of the society, he 
lectured on minerals, on rhizoliths, on electrical 
experiments, and on the law of accelerating motion. 
Cramer’s main work De uytlandsche kapellen (“The 
Exotic Butterflies”) was dedicated to Concordia et 
Libertate. In 4 volumes, more than 1650 butterflies 
from Asia, Africa and America are shown according to 
their actual size, are coloured by hand and described 
according to the Linnaeus classification system. 
  Pieter Cramer ordered that meteorological and 
geographical observations be made on board Dutch 
whaling vessels in Greenlandic and Davis Strait waters 
during the summers of 1758, 1759 and 1760. Thus he 
combined his situation as a wealthy merchant and 
Director of whaling vessels with his interest in Dutch 

scientific and cultural societies. Consequently, Pieter 
Cramer authored five noteworthy short texts containing 
the collected Arctic information. The context here is 
that one or more ships belonging to Cramer took part in 
whaling expeditions around 1760. Whaling in Davis 
Strait was dominated by the Dutch in the 18th century. 
Van Sante (1770) lists Pieter Cramer, sometimes written 
as Pieter Kramer, as Director of the Greenland whaling 
in 1756 and as a Director of the Davis Strait whaling in 
1769. His Commandeur (Captain) for the years 1756 to 
1761 for the Greenland whaling was Pieter Wagenaar 
while Herman Pronk was his Commandeur for the 
years 1769 and 1770 for the Davis Strait whaling. 
Cramer asked Commandeurs to carry out 
meteorological and geographical observations during 
the whaling expeditions to Davis Strait and other 
regions of the Greenland seas. 
  Cramer´s texts containing such information were 
published in the Verhandelingen uitgegeeven door de 
Hollandsche Maatschappye der Weetenschappen, te 
Haarlem ("Treatises published by the Dutch Society of 
Sciences, in Haarlem"). The “Dutch Society of 
Sciences” was the major scientific society in the 
Netherlands in the 18th century. The texts are labeled as 
Berichten aan de Maatschappye gegeeven ("Accounts 
submitted to the Society") and are distinguished from 
the Verhandelingen. However, besides the name of the 
author of the paper no information on the Directors, the 
Commandeurs or the ship names are given. In order to 
try to identify this missing information a search has 
been made through eighteenth-century Dutch literature 
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including newspapers, magazines and books. 
  Dutch newspapers such as the Amsterdamse courant, 
the Oprechte Haerlemsche courant, the 
Middelburgsche courant and the monthly magazine the 
Maandelykse Nederlandsche Mercurius (“Monthly 
Dutch Mercurius”) inform their readers of the departure 
and arrival of whaling vessels to Greenland and to 
Davis Strait. Usually, the name of the ship, the wind 
direction at Texel, the catch and the load is mentioned 
which confirms and/or completes the information. 
Examples of this type of information are given below. 
  “Amsterdam, 12 April 1758. … on 11 April are 
departed … Pieter Wagenaar, … all to Greenland.” - 
“Amsterdam, 31 July 1758 ... arrived at Texel on 29 
July … and Pieter Wagenaar, empty, from Greenland; 
the wind Northerly.” 
  The communication in the ‘Treatises of the Dutch 
Society’ mentions 15 April 1758 as the departure day 
and 21 July 1758 as arrival day. 
“Texel, 26 April 1759. … On 23 April 1759 are sailed 
out … ‘t Huis Daalbende (“The Daalbende House”), 
Pieter Wagenaar, …, all to Greenland; the wind North 
N. East.”  
  Pieter Cramer´s father, Johann Jacob Cramer, was 
born in 1663 in “House Dalbenden”, near Urft, in the 
Eifel (in the German state of North Rhine-Westphalia). 
It is of interest to note that this ship of Pieter Cramer, ’t 
Huis Daalbende, was clearly named for his father´s 
house (Roepke, 1956). 
  On the list of Dutch Greenland ships arriving in the 
harbours of the country Pieter Wagenaar is included as 
Commandeur on ‘t Huys Daalbende arriving on 21 
August 1759, with 1 whale and 30 barrels 
(Maandelykse Nederlandsche Mercurius, November 
1759, pp. 187-190). According to Cramer’s paper the 
ship left on 7 April 1759 and returned on 26 July 1759. 
It may therefore be questioned if it deals with the same 
ship sailing to Greenland. 
  “Texel, 21 April 21 1760. … On 20 April 1760 are 
sailed out, all to Greenland, … ’t Huis te Daalbende, 
Pieter Wagenaar, ...: the wind S. West.” 
  “Amsterdam, 20 August 1760. On 18 August arrived 
at Texel … and Pieter Wagenaar, with 1 whale, 40 
quarteel, the wind S.W.” 
  According to Pieter Cramer’s article the sailing out 
started on 15 April 1760 and the ship returned at 15 
August 1760.  
  It is noted that, in general, the first and last days of 
the meteorological and geographical observations in the 
published papers regarding the ship left Texel or would 
arrive at Texel do not correspond to the dates 
mentioned in the Dutch newspapers or monthly 
magazine. Furthermore, the observations usually start 
when the ship has left the Rede van Texel, a roadstead 
off the Dutch island of Texel near the village 
Oudeschild. Similarly, the observations end before the 

ship arrives. The geographical coordinates of the Rede 
van Texel are: 53° 03’ N, 4° 51’ E.  
  This complicates the identification of the whaling 
vessel sailing in 1759 and in 1760 to Davis Strait as 
Pieter Cramer is not mentioned for whaling in Davis 
Strait in those years. It may be speculated that the 
Commandeur was Hendrik Pronk on the Maria 
Christina as Pronk is Cramer’s Commandeur for the 
Greenland whaling, 1762 to 1771. 
  “Texel, 30 March 1759. On 26 March sailed the 
Maria Christina, Hendrik Pronk, to Davis Strait, the 
wind W. S. West.” - “Amsterdam, 8 August 1759. ... 
arrived at Texel on 7 August … Hendrik Pronk, 3 
whales, 136 q., the wind W. Northwest.” - “Texel, 14 
March 1760. On the 13th are sailed … the Maria 
Christina, Hendrik Pronk, all to the Davis Strait, the 
wind S. West.” - “Amsterdam, 18 August 1760. On 17 
August did arrive at Texel … Hendrik Pronk, 3 whales 
and 140 quarteel of whale-oil from Davis Strait.” 
 
2. Meteorological and Geographical Observations  

Meteorological observations on board the whaling 
ships were generally carried out twice a day at 7 am 
and at noon. However, for the year 1758 these 
observations were taken at 7 am and at 7 pm. The 
thermometer with which these observations were made 
was a Fahrenheit scaled thermometer. Following the 
instructions of Pieter Cramer, the thermometer was 
hung in the corridor to the cabin in which the 
Commandeur slept. The reason for this somewhat 
sheltered location is that Cramer had experienced that 
his metal clock broke into pieces the year before as a 
result of the extreme frost and he also did not want any 
of the crew to accidentally damage the thermometer 
(Cramer, 1761, Berichten, 6(1), p. 380) 

The following meteorological observations were 
carried out: air temperature, wind direction using 16 or 
32 cardinal directions, and a description of the state of 
the sky, including the wind strength. The state of the 
sky and the wind strength are expressed in Dutch 18th 
century nautical terms. The geographical observations 
are limited to the latitude (degrees, minutes) The 
longitudinal observations are only given for the 
whaling vessel sailing to Davis Strait in 1759. These 
latitudinal observations are expressed using the zero 
meridian at Pico de Teide on the Canary Islands and are 
expressed from 0° to 360° East. However, due to the 
technical problems inherent in early longitudinal 
observations longitude was only observed when the 
whaling vessel was in the North Sea, crossing the 
Atlantic Ocean and entering Davis Strait and on the 
same return journey. On its return travel the whaling 
vessel crossed the North Atlantic south of Iceland and 
the Faroe Islands, sailed between the Shetland islands 
and the Orkney islands to the North Sea. 
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Fig. 2 Temperature observations at 7 am (full line 
blue) and at noon (full line red) and the latitude 
observations at 7 am (dashed line blue) and at 12 
noon (dashed line red) of Pieter Cramer’s 
whaling ship to Davis Strait in 1760. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Temperature observations at 7 am (full line 
blue) and at noon (full line red) and the latitude 
observations at 7 am (dashed line blue) and at 12 
noon (dashed line red) of Pieter Cramer’s 
whaling ship to Greenland in 1760. 

 
 
 
Figures 2 and 3 represent the twice-a-day 

temperature observations of the Dutch whaling ships to 
Davis Strait and to Greenland in 1760 based upon the 
data in Pieter Cramer’s texts. On 28 May 1760, the 
latitude of 79° 30’ N was reached. However, on the 
whaling expedition to Greenland in 1758 the latitude of 
80° N was maintained from 26 June to 4 July 1758. The 
explorer William Scoresby reached 81° 30’ N near 
Svalbard on the ship Resolution on 23rd May 1806 
(Takahashi, 2019). From 10 May 1760 to 24 June 1760 
the temperature varied in the order of 30° to 40° F. 
However, on the whaling expedition in 1758 to 
Greenland the temperature fell below 30° F for the 
period 26 April 1758 to 29 May 1758. A warmer vs. a 
colder summer year in the North Atlantic? 

As there are no longitude observations when whaling, 
it is interesting to compare the latitude observations in 
Davis Strait with locations known through Dutch 
whaling history. Cape Farewell, the most southern tip 
of Greenland, is at 59° 46’ N. In Pieter Cramer’s texts, 
the most northerly location in Davis strait in 1759 was 
71° 30’ N and in 1760 was 71° 40’ N. This is slightly 
below the location 72° 47’ N of Upernavik but near the 
well-known locations of Dutch whaling at Rode Bay 
[Ogaatsuk], Disko Bay, Egedesminde [Aasiaat] and 
Jacobshavn [Ilulissat]. Similarly, the most northerly 
location of the Greenland whaling was 80° N in 1758, 
78° 30’ N in 1759 and 79° 30’ in 1760; the location of 
the island Jan Mayen (Norway) is 70° 59’ N and 
Smeerenburg on Svalbard is 79° 44’ N. 

In the context of latitudes and whaling, it is 
interesting to plot the temperature observations vs. the 
latitude observations as registered in Pieter Cramer’s 5 
short texts dealing with the years 1758, 1759 and 1760 
in the eastern Greenland seas region and with the years 
1759 and 1760 in Davis Strait. In Figures 4 and 5 the 
temperature observations are represented as coloured 

Fig. 1 Return ship-route and wind directions at 7 am (blue arrow) and at 12 
noon (red arrow) of Pieter Cramer’s whaling ship to Davis Strait in 1759. 
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dots per year in function of the latitude observations. 
The start and return of the whaling vessel is shown in 
the top left quarter of the figure. These dots represent 
relatively mild temperatures in spring and summer 
during the crossing of the North Sea and of the Atlantic 
Ocean. For the Davis Strait whaling, the vertical group 
of red dots around the latitude 67° N seem to indicate a 
colder period in the summer of the year 1759. In the 
Greenland whaling the dots remain between 5° C and 
15° C for latitudes approximately below 67° N. They 
drop to between 0° C and 10° C for latitudes between 
67° N and 75° N, and for latitudes between 75° N and 
80° N the temperature ranges between -10° C and 
nearly +10° C, depending on the daily weather 
conditions.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4 Graph showing the temperature observations 

in terms of latitude observations for Pieter 
Cramer’s whaling vessels in 1759 (red colour) and 
in 1760 (green colour) in Davis Strait whaling. 

 
 

 

 
 
 
 
 
 
 
 
 
 

 
Fig. 5 Graph showing the temperature observations 

in terms of latitude observations for Pieter 
Cramer’s whaling vessels in 1758 (black colour), 
in 1759 (red colour) and in 1760 (green colour) in 
Greenland whaling. 

 
 

The graph in figure 5 representing the temperature 
observations in terms of the latitude in the Greenland 
whaling shows three different groups: the numerous 
dots when whaling at latitudes between 70° N and 80° 
N, and the dots representing the thermal conditions 
when sailing to or sailing from the whaling areas. These 
dots clearly indicate the change of temperature with 
latitude and could be represented by a straight 
regression line with different slopes due to the different 
seasons when sailing. 

The groups of dots on a vertical line may refer to 
chasing a whale or a group of whales, to the cutting of a 
caught whale or to the prolonged stay on one of the 
whaling harbours such as Disco Bay, Rode Bay in 
Davis Strait, or Jan Mayen or Smeerenburg in the 
Greenland whaling. It is also possible that the whaling 
vessel got caught in drift ice at northern latitudes and 
remained immobile for a short time. 
 
3. Anton Rolandson Martin’s Meteorological and 

Geographical Observations in the Arctic 
  Carl Linnaeus, the renowned Swedish botanist and 
professor at Uppsala University, suggested that his 
student, Anton Rolandson Martin (1729-1786) travel 
with a whaler to the Arctic. This was De Visser (“The 
Fisherman”), a small fishing boat, in Dutch a hoeker, 
("hooker"). The vessel was owned by the Swedish 
Gothenburg-based Greenland Company with the 
Dutchman Jan Dircks Claessen as Captain and a mixed 
Dutch and Swedish crew. 
  During the journey Martin made systematic weather 
observations. Three times a day: at 6 o’clock in the 
morning, at noon and at midnight, he carried out 
temperature observations, recorded the dominating 
wind direction and the weather of the day. Latitude was 
determined at noon by measuring the sun’s height 
above the horizon. The vessel departed Gothenburg on 
17 April 1758 and reached the same harbour on 24 July 
1758. Martin’s Arctic observations together with Pieter 
Cramer’s ones are among the first explorations of the 
meteorology of Polar Oceans (Martin, 1758a, 1758b, 
Hagström, 2018). 
 
4. Conclusion 
  The meteorological observations, together with 
latitudinal information carried out aboard 5 Dutch 
whaling vessels in the years 1758, 1759 and 1760 are 
among the earliest ones in the Polar oceans. The short 
papers containing this information are authored by 
Pieter Cramer, a merchant from Amsterdam. The name 
of the Director, the Commandeur and of the vessels are 
not specified in these short texts but contemporaneous 
18th century newspapers, journals and published 
material have provided insights into these questions. 
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和文要約 

1760 年前後のオランダ捕鯨船による 

北極域の気象学的・地理学的観測 
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捕鯨とニシン漁業は、オランダ黄金時代（1600-1800）

の主要な経済活動の担い手であった。とくに捕鯨は北極

圏の探査に貢献した。 5 編の短報が出版され、グリーン

ランドとデ－ビス海峡における夏季捕鯨中の北極気候下

での限られた地理的観察とともに 18 世紀半ばの気象観

測の状況が明らかになった。さらに、これらの短報に記載

されている船長、指揮官、船の名前の特定が試みられて

いる。 
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